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Abstract — After the voting debacle in the Florida Prestitdn still be cast). In our view, maintaining the intigrof the
election of 2000 with its now-fabled hanging chaalsd election is paramount and features achieving gheperties
pregnant chads, many voting jurisdictions turnedléztronic are secondary.
voting machines. This transition has had at leasmany Our goal is to design an electronic votsygtem that re-
problems as punch-card systems and added theadditne stores voter confidence through its simplicity aseturity.
of making recounts impossible. As a result, mampe overall design is different than most votingtsyns as
jurisdictions have gone back to paper ballots ispdé. We we focus on designing an entire electronic votiggtem
believe that electronic voting can have many bésefrom beginning to end. Although other paper-basgstesns
including accessibility and usability but requiresgarding have recently been introduced [7, 8, 14, 35], tred®emes
voting as a system of which the voting machine rify @ are outside the scope of this paper because af papier-
(small) part. In this paper we describe all the porents of based design. Our motivation is that a well-desigakec-
an electronic voting system that is practical aificdlt to tronic voting system has several benefits includmgroved
tamper with. We emphasize the importance of systeaasessibility such as audio for the blind, cheapwat faster
aspects, defense in depth, and being paranoiac. reporting of the tentative vote tally, and morexittity in
displaying custom ballots (e.g., ballots in mukipgnguages,
1. Introduction a larger font for the elderly, prevention of oveesy and
Seven years ago, the Help America Vote Act WA feedback on undervotes).
was passed to prevent a repetition of the 2000dedPresi- In addition to these benefits, complexity rémaas a
dential election. With HAVA's funding, states repéal their challenge to a voting system’s acceptance. Votedslegis-
punch card voting systems and lever voting machimiés lators who do not understand a complex voting systell
new electronic voting machines. These new machiv&® not accept it. Not only is a simpler system mokellj to be
adopted to enhance election integrity by produceny understood and accepted, but it should be morestohin-
accurate tally while supposedly protecting the sofeom like the people running other complex systems (ldie
being maliciously changed, but the machines arerturi- planes), the people running a voting system mayt \itaio
ately still plagued with a multitude of problem2]1In many fail (i.e., be able to secretly modify the results) partisan
cases voting machine errors are not auditable, cegdlye reasons. Because of the challenge of building amnttgble
when there is no voter-verifiable paper audit t(s/PAT). electronic voting machine that is resistant toufial (from
In addition to the typical irregularities and unkipable attack or error), the voting machines must not lie o un-
errors [11, 43], many of these machines have beewrs to detectably alter election integrity. This can béiaced by
be rife with security problems [2, 5, 13, 16, 28, 36]. This having the machines print voter-verifiable papeitdts and
stream of problems is eroding voters’ faith in agtisystems, paper receipts to ensure election integrity is preselent of
and election integrity is in jeopardy. the voting machine’s operation [37].

In the past, voting systems were used fongleipurpose: Contributions. We present a transparent voting system from

determining who got the most votes. As new votigsfems the very beginning of an election to the finalytakipecifying
have been introduced, designers have added newpr@adexactly how a Trusted Platform Module (TPM) is used
viously nonexistent features such as allowing wterverify presenting a scheme that enhances registratiogritgteand
their own votes and also the final tally. Howearaightfor- introducing a design that prioritizes election gnity (An earlier
ward ways that allow a voter to verify how he votdgo al- introductory version of this work is also availag®2]). We
lows him to sell his vote and prove it to a buysw, recent have developed a nine-step voting system that fzlkes from
electronic voting research allows verification luievents an election’s inception to its final conclusion ¢&en 3). Where
vote selling (and its cousin, voter coercion, whigkthe same possible, we have used standard cryptographic frésiand a
thing except the voter is an unwilling participantd does not TPM throughout the design. While others mentiomgisiusted
get paid) [3, 6]. While verification and resistartoevote sell- hardware [10, 21, 39], we specify the TPM’s uselétail and
ing are desirable, their inclusion in proposals ledsto com- take advantage of its existing PKI infrastructuBedtion 3).
plex designs that few legislators or voters canewustand. Because of new concern over registration intedgity 33, 42],
While many of the solutions implementing thesedesg are we have also added a new component that betteegisration
elegant, the features themselves have little twitlo election into the act of voting (Section 3, Step 2). Ourifigation
integrity (e.g., a recently deceased registeredriotote can process is different from most current voting systeas a voter



can easily check if, and how, his or her own vo#s wounted  To enforce registration integrity, part of thegistration

(See Section 3, Step 9). process requires the voter to create (and optipnatite
down) a password. Requiring a password is simdaother
2. Assumptions voting systems that require passcodes for the s¢is]. In

We make four assumptions: (1) each voting rimechas a OUr system, a password is required in order to {efail-safe
TPM and a mechanism to perform run-time attestatigrProvided), but this is the only additional burdé@at most
(current voting machines do not support this); 8yance Voters will experience. The voter can ignore othkghtly
voter registration is required (making it unsuitabr some More complicated parts of our voting system (engeraction
states); (3) voters can use and write down a passwyth & TPM via attestation), and this simple passivo
established at registration time to be used ontielealay; Protects votes from being stolen at the precinct.
and (4) human-readable receipts that plainly shewbters’  Recent cryptographic voting research has atedn to
choices can be printed by the voting machines. solve the problem of vote selling while also prawgd

TPMs are attractive for use in voting machimesnly for auditability through receipt verification. Many tfe current
their hardware protection of cryptographic keysisTork is electronic voting systems do not allow verificati¢e.g.,
among the first to explicitly detail how a TPM shbbe used currently deployed ES&S, Diebold, etc.), and usthgse
in an election — specifically in how to handle keysd for Systems for an election has proven disastrous 262,40].
software attestation. We do not solve the key memamt Without the ability of producing a reliable audityany
problem, but we offer an approach to manage vatiysgem question the election outcome. Due to these prablém
keys using the TPM's established PKI. In additionkey auditability, our system does not equally valueevselling
management, we use the TPM to attest differentvsoét resistance and auditability. The main prioritiee afection
used throughout our voting system. By using opeurcsn integrity and having voters understand the system.
software, and allowing voters to verify that theblished The lack of auditability has decreased votfidence in
open source software is running at the time thewg,yoeople current election systems [4], and many voters aneirtg to
will have more faith that the election is being ronestly absentee ballots. In just four years, early votiag increased
[17]. People are more likely to trust a voting systthat is t0 approximately 30% of all votes, an increase @¥lover
more transparent and allows source code inspection. the 2004 presidential election [28]. Of these eadfes, the

If a voter, poll worker, or other third parthooses to available 2008 election data clearly shows that-mavotes
attest the voting machine software, successfutatien tells are a significant percentage of all votes cast.hWaw
him that it islikely that the machine is running that softwafgported problems of vote selling and so many pmis! of
and the machine is not recording private informat{ove auditability, we emphasize auditability over votdliag by
assume that compromising the machine’s hardwanetoch Using human-readable ballots and receipts.
attestation depends is a nontrivial problem). Doettte  In addition to auditability, human-readablelldta and
possibility of hardware compromise, we use papdiotsa receipts are essential for building voter trustvdters and
with paper receipts, and this prevents a machiroen fiooliticians do not understand the system, then thidlynot
undetectably altering a vote as long as the vdtecks the have confidence in the system, and recounts wilbbe less
receipt. If there is a discrepancy between thetmleic and Meaningful. Our idea of using human-readable résegpnot
paper record, the paper is the final and trustedite new [34]. In fact, most believe that introducing ghossibility

We additionally assume that voter registratorequired. of vote selling makes the voting problem trivialitit is not.
This rules out using this type of design in a stakere ad- Making a trustworthy electronic voting system (tess by
vance registration is not required, but statesotemge legis- Poth politicians and voters) that is both reliaafel auditable
lation to use this system. Recently, the media hgiven is challenging. This paper is about the design wthsa
much attention to registration integrity, and matgtes have System.
had problems in maintaining their registration dates [42].

In 1997, Florida uncovered a corrupt Miami Mayoetdc- 3. Outlineof the Proposed Voting System

tion, and they experienced registration problememthey  Our voting system consists of nine steps, disbelow,
purged their voter database to stop double votingting by Which take place in sequence during a period thay take
the dead [29]. Recent problems with the voter datakin UP tO & year after the election is called or thecpss started.
New Mexico has also cast light on this problem [3jir sys- In this paper, we will use the U.S. names for tffficials
tem uses an append-only voter registration datathasepro- involved, but analogous ones exist in other denciesa
vides a clear record of all database changes. Wisileg an

append-only database is not novel, this is onaefitst vot- 1. Precinct master key generation and distribution.

ing systems to integrate a registration integriution into 2. VOter registration. .
its design. 3. Proof of registration mailed to the voters.

4. Voting machines are prepared.



5. Key assembly at each precinct. human-verifiable paper receipts that can easilychecked

6. Voters show up and check in. after casting a vote.

7. Voters cast their votes. In our scheme, software on the voting macksneerified
8. Tabulating the votes. by computing its hash and then comparing it tophkelished
9. Publishing the result. hash of the open-source code. To perform attestatie use

a new instruction in x86 chips and a hardware devaled a
Each of these steps has some subtle points andtigbti®r Trusted Platform Module (TPM) that is already paEfritnany
malfeasance or fraud. Some of these steps rely brusted modern PCs. Although our design uses x86 chips,
Platform Module (TPM), and we now outline the TPKpecifically AMD x86 chips, Intel has similar fufmality in
functionality needed. newer chips that could be used [19].

In AMD processors that support TPM version @h2ps,

Using Trusted Platform Modules for Attestation and Key there is an x86 instruction calls#linit that cryptographically
Management. Our goal is to use an open design in our systeashes the contents of 64-KB of memory [1]. Thirimction
to engender trust. We use open-source voting saftigarrently disables paging and interrupts, disables DMA to GheKB
under implementation), publish it on a website aildw memory region, verifies that all cores are disalfdetithe one
verification of that software. Getting states t@ wgpen-sourcerunningskinit, runs a hash on the 64-KB of memory, stores
software is a political and legal issue. The terddrihallenge isthe hash in a specific TPM register, and then etescthe
to allow voters and others to verify key propertesout a code stored in the 64-KB of memory. Later, a chmgly can
machine’s configuration immediately prior to usihfpr voting, ask the operating system for a cryptographicatined copy
a process calleattestation. of the TPM register containing the hash of the @ld6de. A

Our attestation assumptions are: certificate for the corresponding public key canprevided

so anyone can verify the hash of the code. Sindg the

1. The voting machinenhardware operates correctlyTPM has the private key, if the signed hash of G4eKB
and has not been compromised. memory is correct, the 64-KB program, which we vedlll

2. The private key of the TPM has not beekdda the checker, must have been correct.

3. All of the software that can potentiallyeexte during  We use the checker to verify the entire votmgchine
the voting process is included in the TPBbftware. The checker hashes all of memory (indgdhe
measurement (described below). operating system), any data that could affect tlaehime's

operation (e.g., ACPI tables and the BIOS systemage-

If the assumptions hold true, then attestasbows the ment code [22]), plus the main BIOS, CD-ROM BIO8&da

machine is running the published open-source soffvaad a any other BIOSes present. It also keeps interrapts DMA

successful machine or key compromise is made mifre disabled, so that the attested code never losesoto®nce

ficult (assuming that compromising the TPM is a tneial the code is verified, it always remains valid andcontrol

problem). The possibility of successful verificatiaunder (the machine is not on any network). Once you carsire
violated assumptions still exists, and we must alssure thatthat the running software is identical to the pshod

the machine cannot undetectably affect the eleaignome software, the rest is manageable.

(although violations will hurt other voting systegnoperties In four different parts of our voting systemstgn, we use
including privacy and robustness). To ensure thgperty, the TPM to attest that the checker is correcthédf thecker is
our voting system uses human-verifiable paper tsmlémd correct and it produces a valid measurement ofdabkeof the

@ ¢ Disable DMA ¢ Execute on one core only
Send Nonce . invoke skinit | ® Turn off Interrupts e Ignore breakpoints
2 - @
Machine with TPM
Vot Execute 0x9020000 64 KB of code
oter measures
Sign (PCR 17, PCR r, Nonce) | code machine’s
O
g Hash(code) software:
£72 . . . 0 PCRr =
o Step 1: Begin attestation by sending nonce. PCR 17 = Hash(software)
xa Step 2a: Invoke skinit for atomic execution. Hash(code)
E .| Step 2b: Measure (attest) the hashing code into PCR 17.]
'€ 2|[Step 2c: Execute the code to checksum the machine’s software and store in PCR r.|
% i{n Step 3: Send the signed result of the 64 KB code (in PCR 17), the nonce, and the machine’s software checksum (PCR r).

Fig. 1. Code verification usingkinit. Steps 2b and 2c are executed atomically bgkhrit instruction.



voting machine software, then we can conclude that unique. freshly TPM-generated key (keypair 2). Awmot
machine is running the published software undempoevious TPM-generated signing key is generated for eaclervot
assumptions. If attestation fails, then a differafgvice initiated request to attest the software (keypdir Both
should be used to make sure that the failure iswitht the signing keys are signed with a freshly generate Key,
device issuing the attestation challenge. called a TPMattestation identity key (AIK), that shows that
To begin attestation, the algorithm acceptnaom value the TPM is managing the private keys in keypair 2l a
(a nonce) as input as shown in Fig. 1 (Step Iheh disables keypair 3; we use the machine's single endorseken{the
interrupts and DMA to the memory containing the it most trusted key in the TPM) to sign each TPM &dtem
just before it executeskinit (Step 2a), computes and storédentity key to show that it is a valid AIK. Eachikhand
a hash of the checker program in TPM Platform Qpnfi single endorsement key (EK) never leave the TPM aned
ration Register (PCR) 17 (Step 2b), and then ewsctite not part of the three listed keypairs.
checker. Before the checker exits, it writes iwuie(the hash  The EK is the foundation of trust in a TPM.rFeach
of all of memory, code, and relevant data) intoiffedent machine’s EK, a certificate is provided to show aigthen-
PCR register, r (Step 2c). Aftegkinit has finished, theticity. In addition to the EK certificate, a platfo certificate
machine returns the TPM signature of {PCR r, PCR 1Signed by an independent third party) can be teezhow
nonce} (Step 3). the machine and TPM'’s conformance to specificatittsing
From using the TPM to store keys and to help attes- the EK and AIK, the group can then verify the saftey of
tation, the TPM is now a primary target for attadkhile the the machine before using it to generate keys.
keys reside in a TPM, the manufacturer of the hardw Individuals can inspect a machine’s endorséniey
could act maliciously. Even without malicious intebuggy (EK) certificate (from the TPM manufacturer, or alterna-
hardware may yield to compromise. Although we camehtively, regenerated at this event) to verify a miaehhas a
independent authorities check the hardware foripation legitimate TPM. An EK can be issued to the TPM e @f
conformance, an examiner may miss a bug or vulilgyab two ways: by generating the EK inside the TPM gedting
Due to the possibility of bugs, no solution shopldce all of the key from outside of the TPM. We advocate theation
its trust in the hardware. We provide voter-velif@areceipts on the inside to take away the possibility that some could
and voter-verifiable ballots to protect againsthbotalicious get the key before it is injected. Thus, in oradecompromise
and non-malicious hardware issues and use therabict the EK, collusion with the vendor or a compromidette
count for quick results. Any discrepancies of coarg re- trusted hardware is needed. This assumes thateg&apt the
solved in favor of the paper ballots. certificate authorities and certification processesl reliable
certification processes are in place.
Step 1: Precinct Master Key Generation and Distribution. The TPM-created keys do not need distribufi@ypair 2
Like other voting schemes, multiple keys are neeidethe and keypair 3), but the keys that are used to géche data
election. Computational load is not an issue (aingoton the voting and poll worker machines (keypaid)need
machine can easily handle 600 voters in 15 hososjpublic- distribution, because the decryption key will bstdbuted
key cryptography (e.g., RSA) will be used due sosiimpler later. For California’'s approximately 25,000 prexts)
key management. 25,000 key pairs must be pregenerated, stored destidb-
We use three keys to encrypt and sign votatg.d uted. We are distributing a keypair per precinobt(per
machine) and taking advantage of the TPM's already
Keypair 1. Encrypts/Decrypts files on voting andl pmorker established PKI for signing. Other alternativedude having

machines (per precinct) one key per county or perhaps one key per statefeWthat
Keypair 2. Ballot-signing keypair (per voter) having one key per precinct presented the bestnbala
Keypair 3. Software attestation signing keypair (pe between key management and the impact of a key immp

attestation) ise. At worst, a precinct key's compromise will prdffect

the voters for that specific precinct.

A single key pair (keypair 1) is needed per precitypically These 25,000 precinct keys are generatedllasvéo The
a school or firehouse with perhaps a dozen iddnticing Secretary of State chooses a particular brand apdelrof
machines) to lock/unlock files on the voting mad&srand computer to use (e.g., by competitive bidding) thatports a
also on the poll workers' machines. The encryptdrthe TPM chip. On a designated day months before thetiete
relevant election files on all the precinct mackirensureshe or she invites all the political parties and thedia to a
their data confidentiality up to the start of tHeation. If this public key generation event. Each party may serel garty
private key is compromised, the voter authenticatiakens officer and one technical expert chosen by theypart
are in jeopardy (the password hash, see below). After attestation by all the technical expgrtesent, the

For the other two keys, we can use each maghifPM to precinct keys (one pair per precinct) can be geeérautside
generate new keys for each voter. Each ballotgisesl by a of the TPM by the now-verified trusted software.eThew



public keys are signed and stored on a noteboolkpuaten Voter ID: 31415926

Because the machine’s integrity has just been duecthe Precinct: 4072

keys are trusted. The private keys are split using well- Name: Mary Hatch

vetted secret-sharing scheme. A fault tolerant mehavill Address: 323 Sycamore, NY, NY
likely be needed in the case of someone losinghéer key Party: Independent [Su[Sp

hash (passwd) || confounder
hash (S;i1[[Si)
hash (record || database)

part, but such schemes are well known.
Each part of each key's secret is written gume tangi-

ble medium such as a contactful smart card (sethez no Encrypted with precinct key 4072 ()
radio signals to intercept). Smart card readerénsitare Encrypted with county public key (<)
available with RS-232C serial line interfaces, whiave ex- Fig. 2. A voter registration record

tremely simple device drivers (unlike USB driverdich are
much more complex) enabling easier code verificatibhe ditionally done to defend against password guessingn
PC can have a PCI board with a dozen serial lioemiany this does not help with someone that has accestheo
smart cards can be written in parallel. If need meitiple Password database and all the salt values. Insteadan use
PCs can be used in a similar way so all the snaadsccan be the precinct public key to encrypt the passworchhagh a
produced in one day, while the political partiexhinical ex- random value rather than just storing the hasls amimally
perts watch the PCs and each other like hawks. done. The password hash will not be needed urditiein
For the moment, assume each private key isleivinto day, and the precinct private key will not be ready
just two parts,A and B. When all the smart cards for £or decryption until then. Fortunately, this exsrecurity does
particular county have been finished, th@arts are put intonot add any complexity for the voter. He or shd wantinue
a briefcase and locked and handed to the couregistrar of t0 use his device to enter his password. The diffee is that
voters and taken back to his county. Bi@arts are put inthe device then sends, (hash(password) || confounder),
another locked briefcase and given to the coungyifftand Where kiis the precinct public key, || is concatiem, and the
taken back to the county separately. They are hakesepa- confounder is a random value that is solely to enev
rate safes in different buildings until the elenti&or extreme guessing [15]. The encrypted password remains mertible
paranoia, the keys could be split into, say, foartp each, uUntil the secret-shared private precinct key isseebled on
with the two leading political parties in each ctueach election day.
getting pieces. The key cannot be assembled befention ~ In addition to these steps, and for defenseepth, the
day since the various parts are being held by iedeent registrar's computer generates a secret for vote& and
(and potentially hostile) parties. This schemetipeissumes breaks it into two parts3; andS, where§ = §; || Sz (where
that no part of any key is lost during this processl at least|| means concatenation or XOR)encryptsS; andS, with a
one private key holder does not collude. Howeveheo county-generated public key and stohesh(S:|[S;). Each

types of (fault-tolerant) threshold schemes cowdued in Of these values are added to the voter’s recordvelicbe
practice. later used on election day.

Once the new record is ready for insertions itmmedi-

Step 2: Voter Registration. Once all the keys have beeftely cryptographically hashed (with the rest oé tntire
distributed, voter registration can begin (Fig.lws a voter vVoter database), the hash is encrypted, and tleehash and
registration record). If the keys are reused, tihenvoter doesthe record are inserted into the database. To aimjhe
not have to re-register. To register, a voter doethe county record’s creation, a signed, time-stamped prinedube rele-
office with the necessary identification as requiiby state law vant information is made to record the voter's ségition,

(e_gly proof of residence)_ As each voter regis]ﬂrmcord is and the record is transmitted to a centralizedestade
created for that voter in an append-orﬂy file. location (ComplieS with HAVA’s requirement for anteal-

ized database of all registered voters). Immediatdter
registering, the voter is encouraged to write ddgnchosen
password for future reference. Later, any voter dzeck his
status by going to a state website as can be colyrdone
today. This procedure detects dishonest countgtregs who
discard the registrations of selected voters.

Because a voter's registration information nwhange
e.g., people may move or die), database modifinatiwill
e necessary. To keep the integrity of the alreadyputed

hashes, the database records are never modifigrage.
Instead, when a voter record is modified or deletegigned
record describing the change appended. In this way, we

To protect against attacks by dishonest potkers, we add a
voter-generated password needed to vote. Sinceotee may
not trust the county officials with the password,rhay bring a
device (e.g., a PDA, laptop, or cell phone) wite ffassword
preloaded on it. Voters lacking their own device ctse the
county’s computer to enter their password, but they have to
trust the county not to steal it. The voter wileukis device to
send his hashed passworht(the plaintext password) to th
registrar’'s computer.

Some voters will pick weak passwords leadiogeasy
offline brute-force attacks. If we use salt values tra-



can have an audit log of all modifications to tretathase. Step 4: Voting Machines are Prepared. For each voting
Using this registration design, we have distributieel trust machine in precinat, a file is prepared containing the list of
among local and state participants, and we havatexean all voters in that precinct (This is why a shortiptext
audit trail of the registration process. To checkled and header is needed before each encrypted recordh Bac
deleted voters, we suggest using random auditsatebdse chine in the precinct gets the same list so a waarpick any
records to catch attacks that would register natemt or voting machine and it will have the necessary imfation. If
ineligible voters. a voter goes to the wrong precinct, he will havecést a

This design is open to new attacks. A dishbnegistrar provisional (paper) ballot since the voting machkirtbere
could compromise the machine, and record secretnivd- will not have the required record.
tion (the secret value§; and S,). To protect against the Election officials will use the state-widetlisf registered
revealing ofS§; and S,, we could use the voter-suppliedoters to build new lists of registered votersdach precinct.
device (or the county-supplied device) to contibtatS; and This list contains the set of all (encrypted) vatecords for
S,, but the voter would then have to be able to chittiks that precinct, but a different integrity field wile used in
contributions were used ®'s generation. For simplicity, weeach record for the shorter list (each record’sgrity value
use the design described, and note that an adydraariittle in the state-wide list is calculated using all theords before
power without the voter password, which even tigistear it). Because the precinct list is a subset of thiee statewide
does not have. list, its creation should be done by a group oftees to

protect against precinct list attacks.

Step 3: Proof of Registration Mailed to the Voters. A few After voter registration has ended, the enpirecinct list
weeks before election day, the county sends to eeidr by is stored on a read-only medium (e.g., a CD-ROM} thill
snail mail a sample ballot and booklet with the didates’ be used to boot the voting machines in the precifie point
statements, information about ballot initiativesc.eMany of encrypting the entire voter file is to prevemyane from
states already do this. However, now, includechi packet tampering with it while it is in storage prior tioet election or
is a single-use difficult-to-forge card (e.g., peith on security in transit to its precinct. A second CD-ROM is afgepared
paper, containing a chip, etc.) that serves asfpobaiti- for the poll workers’ machines at each precinctisTGD-
zenship, residence, and registration, so that thesses needROM contains the file containing each voter's IDgme,
not come up at voting time (because you cannotstegiaddress, ands, value (verified by the voting machine to
without meeting the legal requirements). The carfilée, just make sure a voter has been properly authenticaléd file,
like the sample ballot, so as not to put a burderpoorer prepared by the registrar, is also encrypted using
voters. The card will cost the states money, buémae not precinct's public key to prevent tampering in sggaor
spent on registration difficulties can help covee tcard transit.
expense.

In addition, and most important, the card asntains the Step 5: Key Assembly at Each Precinct. Well ahead of the
S; generated and recorded at registration time Itdcdod election, the EK and platform certificate for eaebting
printed on the card as characters, printed on dh@ &s a barmachine and the public key of the precinct are gzbsin the
code, put on a chip etc. {3s encrypted and electronicallgounty’s website. Just before each precinct openslection
recorded in the database but is not on the catd.card alsoday, say at 5:30 A.M. for a 6 A.M. opening, the dgeoll
contains the address of the polling place, the $idus open, worker shows up with the county’s half of the pnetis
and a reminder to bring your password. The votdr wge private key. He gets it (on a smart card) fromdbenty reg-
this card for authentication to a poll worker oeation day istrar, who unlocks the safe the day before thetiele.
(Step 6). Similarly, a sheriff's deputy brings the other half 5:30

The registration mailing has some differeta@lt vectors. A.M. as well. If political parties have fraction$ the private
Someone could interceft, but this should not be a problerkey, they also come at this time. Legal sanctidvaukl be in
(the voter password that will be required latetthe voting place to encourage showing up on time (to preventad of
process is still unknown). Denial-of-service atteke still a service attacks by shutting down the polling placEhis
problem. For example, someone could purposefully foactice is similar to current distribution methoddere
accidentally) fail to mail out some of the cardsthey could officials hand-deliver and load ballot informatiamto the
mail out the incorrec§;. These attacks would be more diffivoting machines just before voting begins [20].
cult if it were possible to require multiple peoptemail reg- Before being booted, the electronic voting hiaes are
istration cards together (forcing collusion for acsessful inspected for signs of tampering. Alternativelye thachines
attack), but having multiple mailing participantaynnot al- could be vetted back at headquarters the day befoce
ways be practical. Like current systems, we doamticipate hermetically sealed in a tamper-evident way. Thehimes
large-scale problems with the delivery via mail. (which have no hard disks) are now booted from the

precinct’s CD-ROM.



Once the voting software has been loadedpdievorker registrar’'s website. Anyone can do precisely thmesahing
uses a PDA to perform attestation, as describedealieor the poll worker did first thing in the morning: uaeportable
additional security we could verify the machinehwitultiple electronic device to send a challenge to the votivaghine
devices). As usual, the verified software disabigsrrupts over the serial cable and check the response tafsbe
and DMA so unverified software never gains contrgigned checksum of the software is correct andahaalid
Without a network, the attested code will contirx@cution signature (A technically challenged voter coulchbra tech-
without interference. sawvy friend to verify the machine for him or heBince

After the poll worker verifies the machinetgegrity, the some voters will not wish to take part in machine
smart cards with the precinct's private key parts succes- verification, the user interface should make ityemsbypass
sively inserted to assemble the final precinct t@ylecrypt this step if desired, to allow the voter to immeelya begin
the passwords an8, on the CD-ROM. The precinct keyhe voting process.
assembly can take place outside of the TPM, becalisede Attestation’s benefits are the protection ofer privacy
on the machine has now been verified. Since thefatinct (successful attestation under our assumptions kaw shat
key was not available in one place until this motnan one the voting machine software did not record votdorima-
could have meaningfully changed the encrypted wing¢he tion) and making it more difficult to compromisevating
voter files during their transport or storage. Tast step in machine. Because the source code is public, a eatenow
getting the precinct ready is verification of thalpvorkers’ have more confidence that the machine is functmpnin
machines (done in the same manner as the votingimes). correctly. In the past simple software modificatocould
After this step, the precinct is ready to acceper have violated voter privacy or mis-recorded vofdew, an

attacker must violate one of our attestation assiomg to
Step 6: Voters Show up and Check in. When the doorsrun malicious code on an attested voting machiheeti-
open, the first voter approaches a poll worker lagwlds over fication succeeds while violating our attestati@swanptions,
the card he was mailed. (In the absence of the, eaphper election integrity is not compromised, because wbéng
provisional ballot has to be used.) The poll worketers the machine will issue human-verifiable paper balltigttcan be
voter’s ID in a computer, thus bringing up the vténow easily checked by the voter.
decrypted) record. The poll worker checks if theneaand The on-screen directions tell the voter topgathe voting
address on the screen match the card. For addigecarity, token with the reader as shown in Fig. 3. The cdeptnen
a digital photo of the voter taken at registratimne could be looks up the voter record fMiD;, computesash (S; || S2),
included in the computer record and/or printed lom ¢ard. and compares it to the value stored in the recArdnatch
(A stolen card is worthless without the passwordlt)e poll means two things. First, the voter got the cardhaine
worker then asks the voter if he remembers thewsasls (assuming no one intercept§d from the registrar to the post
entered at registration time. If not, the votegigen a paper office to the voter), thus at least has accesheanailbox at
provisional ballot. Once such a system is introdiygeeople the address given at registration time (toggt Second, that
will be constantly reminded to choose passwordsy eti®e poll worker authenticated the voter and g&e(i.e.,
enough for them to remember, like the full namettadir voter did not just sneak in the back door).
favorite cousin. Next, the voter is asked to enter his passwbhné. hashed

Then the poll worker uses a bar code reademterS; password value is compared to the stored hashee walthe
from the card. The computer then concatenatesSthealue voter’s record. If they match, the voter is appead may
with its storedS, value to get§ = S; || S2. It then creates avote. If they do not match, the voter can try agamto k
voting token (a contactful smart card) containihg voter's times before being locked out. In addition § and S,
ID number,VID;, and S. After the token’s generation, thésomething you have), the password (something yawk is
computer re-encrypts the voter’s record. The vigtdranded the second line of defense. Without all three wl(®, S»,
the voting token, as shown in Fig, 3, and told ¢otg any and the password), no one can vote electronicaity rmust
voting machine and follow the on-screen directions. use a provisional ballot. This is the only parttioé voting

system thatrequires a change in the voting process, but a
Step 7: Voters Cast Their Votes. Before starting to vote, thepassword that the voter may write down should radepa
voter may want to verify that the voting machineirideed large difficulty.
running the open source software published on thenty Now the voter is presented with the variouzesa

Voter Voter is
Name, Address goes to < ready to
) precinct Q I ‘, vote VID;, S; = 5\1 Il Siz
Voter id, S;; —_—) / —_

- " Voting Token
Voter Registration Card

Voter Poll worker

Voter
(gives S;;) (checks S;;; gives S;5)

Voter Voting Machine
(swipes token) (checks token and password)

Fig. 3. The voter turns in the card mailed to him foroéing token and then uses the token to



(President, Governor, etc.) one at a time andvisrgthe op- machine in the specific precinct) and the voteold to take
portunity to select a candidate for each one. litevenere the this piece of paper home. However, stamping eaebepof
multilingual, large font, audio, and other capaiaf of the paper may not be feasible, and the digital sigeasirould
machine shine. At the end, the machine displaysraees suffice (This assumes hiding a small cryptogragtey is
showing all the choices and asks if they are corienot, the easier than stopping robbers of the stamp). Theoran
voter can make changes, thus avoiding all the problseen number is recorded along with the vote.
in the 2008 Minnesota Senate election [41]. If thaer
confirms that the choices are correctly recordbd, vote is Step 8: Tabulating the Votes. When the last voter has voted
signed with an auto-generated signing key, encdyptéh and the doors locked, the head poll worker goegach
the precinct public key, and recorded on the seragdium machine in turn and enters a secret code to endl&otion.
(e.g., CD-ROM or flash memory), and the smart cerdThe machine then signs the stored votes to markn the
overwritten to prevent reuse. There should be &etalith complete and also prints out a ticket with the Itesuall in
initially blank vote slots on the recording mediand one the presence of citizen and political party obsexvé/hen all
chosen at random (using random numbers from the)T®BMhe votes have been collected, the recording macdiaput
prevent officials from determining after the electihow the into a briefcase and locked. The ballot box anéfbase are
kth voter voted by examining sl&ton the output medium. Ifnow securely escorted to headquarters. The he&dvpdter
a CD-ROM is used, this might require reprogrammihg calls up the county on the phone to report theimpieary
firmware slightly. results. It is not done electronically because tip@ns up too
A subtle attack exists at this point. Unlikeosh voting many new attack scenarios.
systems, the poll workers are not fully trustedhis design.
If a poll worker were to create identical smart cards (e.g.Step 9: Publishing the Result. As soon as is practical after
containing his own information), then the poll werkcould the vote-bearing storage media arrive at the cotedistrar
use each card to cast a vote during election day.defense (in the presence of the parties and citizen obss)vthey are
is simple. The voting machine will also record &§oandom read in on a computer whose open-source softwasebiae
location) a hash of the voter's secr&, By having eachthrough our verification process. As a check, thmecess
voting machine check this hash before casting &,uitis could be repeated on several computers, possiplylisd by
limits someone to casting votes forv different voting different (political) parties, and combined withndmmized
machines. Operational procedures that prohibit lgepm manual recounts of a small percentage of the Isalkst this
carrying more than one smartcard around after ttls ppen point the county will have a list of {random numper
can also help deter this type of attack. In anecag view political-office, vote} tuples for each cast vote.
this attack to be unlikely. The attacker has sdveom- Many paper-based schemes have been propossbbuo
straints: a poll worker must help (or be the attapkthe the voter to check the integrity of the electiorthoiut being
votes can only be cast on election day, and tteelattnust able to sell a vote [7, 8, 14, 35]. These verifmatdesigns
happen while the polling place is open. are clever in their allowing the voter to verifyethvote while
To finalize the vote, the machine prints aneidj human- keeping their vote secret. However, voters andslatgirs will
verifiable paper ballot for each race. Having ddtgder race have significant trouble understanding how verifima
protects against an attacker asking a voter t@titlan entire works and knowing their vote is actually countetisTcom-
ballot in a specific manner and later show thiddbab the plexity precludes system adoption. Aside from weaifion
attacker. Most currently deployed voting machinss cheap complexity, receipts pose additional difficultiesithough a
printers that sometimes jam; we assume that bgtiality voter may trust his verifiable receipt, an attackan still
printers are in use (as on ATMs). The voter isrirted to compromise an election in a way that does not break
verify the ballot and put it in the ballot box umdbee watch- verification. Although voters may have a verifiabkceipt,
ful gaze of the poll workers. In the event of apdied elec- verification presents a new capability for an dttacforging
tion, the paper ballots are optically scanned amted by bogus receipts to try to get the election throwh Based on
hand. These are the real votes. The machine tatalgust these issues, we present a simple and transpargfitation
preliminary tallies to give people a rough scor#t jafter the scheme that should be understandable to most varals
polls close. With signed paper ballots, a machiamenot un- politicians.
detectably change the election results. In our verification design, the county offisaan post the
In addition, the machine uses a TPM-generaéedlom entire list of voting tuples onto its website. Thpsotects
number to print out a separate piece of paper #oheace election integrity by allowing every voter to veriliis or her
with the precinct ID and a random value (uniqueossrall own vote. If county officials cheat and modify 1% the
the votes in the precinct), the political officeydaa URL on votes and 1000 voters check their votes, the pibityabf
it. Ideally, a poll worker physically stamps theppa (a valid undetected cheating is then 0249~ 0.004%. While this
receipt must have a stamp and be signed with arkey a scheme preserves the voter's privacy (since ondywubter



has the random number printed after voting), votercion registration. However, drawbacks exist such as rgofer-
may become a concern (although still easily dorth albsen- getting passwords that will increase the numbepraivi-
tee ballots). To combat voter coercion, votersaitch their sional ballots used (we initially expect this).nid voting au-
receipt with someone from a different party anedahow thentication mechanism is in place, poll workera change
the “required” vote (similar to Rivest and Smith8[B election outcomes simply by voting in the placeeagfistered
Receipt swapping can be done with either a truBtedd or voters that do not show up at the polling placsasng the
perhaps through a receipt-swapping website. Becasseap poll workers are able to gefi;). Using passwords helps
may involve a bogus receipt, both participants &heerify thwart these damaging attacks. Other voting scheamnes
signed receipts themselves or use a friend to weeifeipts vulnerable to these attacks.
for them. Unlike floating receipts where voters makeck Related to the problem of verification is thest required
someone else’s vote [38], voters maintain the tgtiti check for inserting keys into a machine. Using a crypégdric key
their own votes. We believe voters will have son@ivation in a voting machine will require trusting the haate. Our
to check if their own votes were recorded but vétye solution uses a TPM for its hardware protectionhé& TPM’s
motivation to check on the vote of some random omkn endorsement key (EK) were revealed by a malicicarsl-h
person. ware manufacturer, this would undermine the electiteg-
Our human-readable receipt solution does opbtesthe rity. However, this compromise requires a changd&éman-
problem where challenges to results can erode \amefi- ufacturing process (we assume that the EK is g&stbiia-
dence. Performing a recount on a single challengeldvbe side the TPM). For the precinct keys, our main dgdeis
expensive, but ignoring a percentage of them cbuld the splitting keys after their generation and not neijjog the keys
public’s trust of the voting process. If receipte arovided in until election day. One must break the machine'sllare
an election, a policy that balances the votersttamnd the ex- protection to retrieve the key after its machinseition.
pense of a recount should be established and felow One of our main goals was simplicity in theting
A benefit of our design is that people willsiy under- system. Accordingly, the only additional burdentbe voter
stand the one-to-one mapping of their number (daikbel is the requirement of using a password, a concegt roters
vote information) to the site. To get a scheme pieak it is are already familiar with in other contexts (vopasscodes
essential that politicians and voters be able tetstand it. have been used in a recent election in Hawaii [&ihough
With this simple design, voters are motivated teaththeir attestation is unusual, it is conceptually simgle the right
receipt. If a valid receipt’s vote is displayedeylcan assumesoftware running on the machine?”) and is optiofalrth-

their vote was counted. ermore, to make attestation practical and simpbterg can

use easy-to-use smart phone software to download

4. Discussion necessary data from a website they trust. The soétwan do
This voting system allows anyone, in a simpigy, to all of the checking and warn the voter if anythisg@miss.

verify the final tally (sum the votes at the redsipURI) Issuing voter receipts is one area that atsxls attention.

while providing each voter a way to verify that biwn vote Receipts hold great promise, but they need to befulsy
was cast for his own candidate. The voter registmattested before deployment. In our view, the mairppse of
changes of using a password and establishing @ts#éwt the receipt is so the voter can see that his orvber was
will be used on election day helps protect the veteote. No counted correctly. As a by-product, the integritf the
one can cast a vote without the necessary votikgnt@nd election is strengthened as each voter verifiesohis vote.
password. Election integrity is preserved by votexsking The main issue is in all the ways the verificatipncess can
up their own votes on the election website. Thea obghis be abused. We believe reliable verification to Ineo@en
simplified voting scheme is that vote selling ismpossible problem. We have voting receipts in our system, rany
with both electronic receipts and the much simplesentee attacks, including forged receipts, remain. Someooeld
ballot route. As absentee ballots become more cam2®)], make a fake receipt. Election officials may not wnid a
making the in-person voting system more complicatedmachine malfunctioned, or if the voter is cheatiAg.a last
order to prevent something that can be easily pik@nted defense against forged receipts, a random papiratrdit
with an absentee ballot is a poor tradeoff. that identifies legitimate receipts (e.g., a reteiust share
Part of the challenge of voter authenticat®our use of the same ballot number as found on the paper trailjd
passwords. In our system, passwords defend agatitastks reveal possible malfeasance. We will investigaeséhissues
where someone (e.g., a poll worker) records vatesdgis- in future work.
tered voters that do not show up at the pollinggland have
not voted absentee. There is no way for the pollkemto 5. Related Work
vote without knowing (or guessing) the passworde Vhter Karlof et al. conducted a systems analysis] [21
is already required to have something to v@&g, but the Chaum’s visual cryptography receipt scheme [6] hiedf's
password makes the voter know a secret establistieVoteHere [30] scheme. Although this work was priiiyaon

th



the system implementation of cryptographic votingtpcols,

they showed many different areas of weaknessdsesetvot-

ing systems including subliminal channels, sociajieeer-
ing, denial of service, and other human factors: Work al-
S0 concentrates on the systems aspects of a veyistgm,
but our voting system provides election integriging sim-
pler methods.

Some of the main functionality of an electmmwioting
system may be entrusted to a machine includingtipgra
ballot, validating a ballot, and storing cryptognapkeys. To

token §; on a voter ID card). When the voter goes to vote,
they now have §,) and know (a password) secrets that no

one else has in order to vote. After the voter \iated, the
voter can use their human-readable verificatioreipcto
confirm their vote was included in the final talpnd statisti-
cal paper-based audits provide an additional defaristhe
reported result’s integrity.

Protections that preserve election integritypwd help
guide designers of voting systems in avoiding pidémt-
tacks. We mitigate several attacks with our useopén-

protect against machine threats, other types ohgaystems source code, through open and public design okteetion

advocate the use of trusted hardware [10, 21, @8], some procedures, and by hardware protection for crytplic

suggest verification of software integrity [13]. d@eise a keys. By using these mechanisms to defend eletttegrity,

trusted platform module (TPM) is a hardware detiw can a system like this may begin to approach a sitnatiovhich

be used to store secrets, we use this device invatimg electronic voting systems can begin to be trusted.
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